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Stress-Driven Grain Boundary Structural Transition in
Diamond by Machine Learning Potential

Chenchen Lu, Zhen Li, Xinxin Sang, Zheyong Fan, Xujun Xu, Yingyan Zhang, Ke Xu,
Yanhua Cheng, Junhua Zhao, Jin-Cheng Zheng, and Ning Wei*

Understanding the structural dynamics of carbon grain boundaries,
particularly in diamond, is essential for advancing next-generation device
applications. Carbon’s diverse allotropes, driven by its versatile chemical
bonding, hold immense potential, yet analyzing these boundaries is
challenging due to the limitations of experimental techniques and the
computational demands of ab initio molecular dynamics simulations. In this
study, a machine learning-based molecular dynamics potential, rigorously
trained on ab initio data, that accurately predicts structural transitions in
incoherent twin boundaries within diamond is introduced. This potential
reveals the atomic-scale mechanisms driving these transitions and identifies
an 80% reduction in interfacial thermal conductance during the grain
boundary transition. These findings provide deep insights into the complex
behavior of diamond grain boundaries, uncovering a novel mechanism that
regulates thermal properties and paving the way for enhanced thermal
management in diamond-based technologies.

1. Introduction

Grain boundaries (GBs), prevalent planar defects in polycrys-
talline materials, play a crucial role in determining the mechani-
cal, thermal, and electrical properties of these materials.[1–4] Over
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the past few decades, GBs have emerged as
a focus in the fields of solid-state physics
and materials science due to their huge po-
tential to manipulate material properties at
the nanoscale.[5–7] For example, polycrys-
talline graphene has been shown to exhibit
greater strength than pristine graphene
sheets by alleviating the stress distribution
around the GB structures.[8] This behav-
ior can be well explained by continuum
mechanics theory and molecular dynamics
(MD) methods.[9,10] Furthermore, the Hall-
Petch relationship illustrates how strength-
ening mechanisms (e.g. dislocation pile-
ups at GBs) impede dislocation motion.
This relationship suggests that plastic de-
formation is more difficult in materials with
smaller grains and higher GB density.[11–13]

In contrast, when the grain size is below
10 to 30 nm, the inverse Hall-Petch rela-
tionship occurs,[14] and the observed soft-
ening phenomena are attributed to GB

migration, GB sliding, or grain rotation, as confirmed by experi-
mental measurements and MD simulations.[15–18] Moreover, un-
derstanding GB-mediated processes such as migration, sliding,
and transition is essential for achieving the properties of poly-
crystal through mechanical processing.[19–21]
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The structural transition and migration of GBs in metal-
lic systems are crucial determinants of mechanical properties
including strength, ductility, and resistance to various forms
of degradation, such as creep and fatigue. These transitions
can significantly hinder dislocation motion, thereby contribut-
ing substantially to the material’s strengthening and hardening
processes.[18,22–24] The introduction of coherent nanoscale inter-
nal boundaries has been shown to significantly increase material
strength while maintaining or improving ductility.[25] In electro-
plated copper, the incorporation of a large amount of nanoscale
twins drastically enhances strength without compromising the
electrical conductivity.[24] This improvement is largely realized
by engineering coherent nanoscale GBs. Clearly, detailed char-
acterization of GB structures and transition mechanisms have
been essential in refining GB engineering approaches for ad-
vanced materials development. Advanced imaging techniques
have provided useful insights into GB structures, as seen in
copper, where atomic-resolution imaging reveals the coexistence
of two distinct structures and demonstrates the transformation
from the metastable domino phase to the more stable pearl
phase.[26] Observed in BCC-Fe metals, a transformation is facili-
tated by GB dislocation. A mechanism of plastic deformation as-
sociated with shear-coupled GB migration of {112} tilt GBs and
vicinal GBs was proposed.[27] Furthermore, vacancies aid GB mi-
gration by reducing the line tension of the broken loops and serv-
ing as energetically favorable nucleation sites that facilitate GB
disconnections.[28] In-situ observations have also recorded GB
transformation induced by dislocation climb in nanostructured
metals.[29] Those studies provide a novel approach to regulate the
metal materials properties by exploring the metallic GB transfor-
mation, migration, and structural design.

Although there are numerous studies on the migration and
structural transformations of metallic GB structures, studies
on covalent materials remain rare.[30–32] This is attributed to
the stability of covalent bonds, which are stronger than metal-
lic and ionic bonds and require more stringent conditions
for bond breaking and formation.[22] A recent groundbreak-
ing study observed incoherent twin boundary configurations
and structural transitions in diamonds.[33] Employing scanning
transmission electron microscopy (STEM), researchers provided
atomic-resolution insights into distinct {112} incoherent twin
boundary configurations, as well as stress-driven transitions and
configuration-dependent migrations in nanotwinned diamonds
at room temperature. This pioneering research improves our un-
derstanding of incoherent twin boundaries in covalent materials.
However, capturing the detailed structural properties during the
GB transition remains a challenge due to limitations in experi-
mental observations.

MD simulations are an effective tool for providing critical in-
sights into the atomic-scale mechanisms, particularly overcom-
ing the observational limitations of experiments. It provides a
comprehensive view of material responses, captures intricate
details of atomic motion, and unveiling complex deformation
mechanisms beyond the reach of experimental methods. In the
study of GBs, MD simulations have provided insights into the
migration and transformation of GBs affected by transformation
rates, temperature, and GB phase junction lengths. The coex-
istence and transformation dynamics of these GB phases were
further elucidated through evolutionary GB structure search and

clustering analysis.[26] In another MD study, the evolution of GBs
revealed a metastable state in polycrystalline pure copper with
grain sizes of a few nanometers.[34] An investigation into the
mechanisms of GB migration in nanocrystalline copper high-
lighted the influence of temperature and grain size on migration
rates and patterns.[35] MD simulations focusing on GB variations
have revealed mechanisms that affect material properties, such
as mechanical behaviors,[36,37] creep behaviors,[38] the impact of
alloying elements,[39] and the type of GB structures.[40] All these
MD simulation results complement experimental findings and
offer insight into the GB behaviors at the atomic scale.

Recently, machine learning techniques have introduced a
new paradigm for developing interatomic potentials.[41–46] In
machine-learned potentials (MLPs), interatomic interactions are
modeled using ML methods. This approach allows for a sig-
nificantly larger number of fitting parameters, making MLPs
more versatile than traditional many-body potentials. The ba-
sic theory behind MLPs is now well-established. MLPs consist
of two main components: the regression model and the in-
put descriptors. Input descriptors capture the atomic environ-
ment and serve as inputs to the regression model. Linearly com-
plete basis functions have been proposed for constructing these
descriptors.[47,48] For regression, various models have been suc-
cessfully employed, including linear regression,[47,49] artificial
neural networks (ANN),[50] and kernel-based regression.[51] Un-
like traditional potentials, which rely on a limited set of analyti-
cal functions based on physical or chemical intuition, MLPs use
highly flexible functional forms. These forms are not constrained
to ground-state properties and enable MLPs to achieve accuracy
levels far beyond those of traditional potentials.

Here, we focus on the microscopic processes and under-
lying physical mechanisms behind the GB structural tran-
sitions in diamond. We perform extensive MD simulations
based on an accurate and highly efficient machine-learned in-
teratomic potential[52] constructed within the neuroevolution
potential framework.[53] GB transitions in diamonds are ob-
served under shear loading consistent with those observed in the
experiments.[33] This consistency provides a foundation for inves-
tigating the structural properties during the transition process.
We detail the variations in atoms and bonds during the transition
and measure key structural properties, including the number
of bonds, atomic stress distribution, and the radial distribution
function (RDF) at the GB interface which are beyond the reach of
the experiment. Additionally, we identify significant changes in
interfacial thermal conductance (ITC) during the GB transitions.
In-depth analysis of the microscopic mechanisms and structural
properties of covalent GB transitions in diamonds is provided to
enable a new design platform for manipulating diamonds.

2. Results and Discussion

2.1. The Machine Learning Potential Training

Due to the complex nature of the diamond GBs which contain
both sp2 and sp3 hybridization, an accurate force field is required
in MD simulations to well describe the complex bonding and the
bond-breaking and reforming. MLPs have emerged as a powerful
tool in modeling the complex interactions in materials. The re-
cently proposed neuroevolution potential (NEP) framework [54,55]
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Figure 1. The MLPs training dataset. Overview of several the key struc-
tures from the training set, represented through a sketch map derived
from principal component analysis of the learned descriptors. The color
bar indicates the energy per atom in every structure.

is highly computationally efficient and has also been shown to
achieve high accuracy for various forms of carbon.[56–58] The qual-
ity of any machine learning model depends on the quality of its
input data. In this work, we adopt an NEP model trained using
a very abundant set of structures as used to construct a Gaus-
sian approximation potential model.[59] This dataset contains
various carbon allotropes and defective configurations, totaling
6088 cells, each containing 1 to 240 atoms. MLPs constructed
based on this dataset have been widely employed to inves-
tigate mechanical and thermal properties of various carbon
systems.[52,60–62]

We provide an overview by visualizing its composition in
Figure 1a. It allows us to identify several aspects of the constituent
parts of the training database. By using the first and second main
principal component analysis, the sketch map presents the data
set virtually. The variance covered by these two components is
55.8% and 17.7%, respectively. It illustrates the instantaneous
evolution of various parameters defined in the loss function dur-
ing the training process (Figure S1a, Supporting Information).
Notably, the root mean square errors (RMSEs) for energy, force,
and virial stop declining at ≈5 × 105 steps, and completely con-
verged after the training process. We have conducted a compar-
ative analysis of the energy, force, and virial computed through
the NEP approach and the corresponding results obtained from
DFT calculations (Figure S1b–d, Supporting Information). From
the distribution of the results in the diagonal graph, the results
of NEP and DFT are very close, with RMSEs of 45 meV per
atom, 599 meV Å−1, and 105 meV per atom for energy, force,
and virial, respectively. The errors from the Tersoff and adaptive
intermolecular reactive bond order (AIREBO) potential are sig-
nificantly larger than our NEP (shown in Figure S2, Supporting
Information).

Accurately predicting the material properties of bulk crys-
talline phases is crucial for any potential model. We have com-
pared the lattice parameters predicted by NEP with those ob-
tained from the reference DFT method and several empirical
models (Table S1, Supporting Information). Additionally, we eval-
uated the energies of various defects as calculated using DFT,

NEP, and the other models considered (Table S2, Supporting In-
formation). NEP demonstrates a high degree of accuracy, pre-
dicting defect formation energies within a 10% error margin in
most cases. However, the errors for the formation energies of di-
amond defects are larger, ranging from 18% to 27%, while those
for defective nanotubes range from 0% to 13%. Overall, NEP ac-
curately models both the energetics and structural characteristics
of a broad spectrum of carbon defects, highlighting its poten-
tial for diverse simulations involving defective structures, such as
fracture, atom bombardment, and membrane characteristic sim-
ulations. We also use the training and test datasets for the carbon
system to compare the NEP approach with other MLPs in terms
of accuracy, speed, and memory usage. The MLPs to be compared
include DP,[63] GAP,[51] MTP,[47] and REANN.[64] For all MLPs,
we list the root mean square errors (RMSEs) for energies, forces,
and virials (Table S3, Supporting Information). The NEP achieves
a low force RMSE while maintaining the lowest computational
cost. (Figure S3, Supporting Information). Furthermore, we com-
pared the computational efficiency of NEP with traditional em-
pirical potentials (Tersoff and AIREBO), as shown in Figure S4
(Supporting Information). While NEP improves computational
efficiency by an order of magnitude compared to other machine-
learning potentials, it is still an order of magnitude slower than
Tersoff. As computational resources and algorithms continue to
improve, we believe that MLPs will become powerful tools for
the design, synthesis, and performance optimization of carbon-
based nanomaterials. It shows that data-driven methods are in-
dispensable for advancing cutting-edge research in materials
science.

2.2. Transition of the GB Structure in Nanodiamond

In this work, MD methods and machine learning-based potential
functions were employed to replicate the microscopic processes
of the transition of covalent GB structures under shear stress as
evidenced in a recent experimental work for the very first time.[33]

In diamond nanocrystals, multiple twin boundaries formed by
{111} and {112} planes are present, as shown in Figure 2a. The
atomic structures at these interfaces were observed using STEM,
particularly focusing on three typical covalent twin boundaries
formed by the {112} planes in Figure 2b1–3, where the high-
lighted sections indicate the GB structures at the twin inter-
faces. Based on the microscopic atomic structures observed, cor-
responding atomic models of the covalent twin boundaries were
established, with the GB structures highlighted by orange atoms
in Figure 2c1–3.

During the experiments, the transition of the GB structure
from Figure 2b1,2 was observed, with the specific dynamic transi-
tion process depicted in Figure 2d1–3. These images sequentially
show the transition from the initial GB structure (Figure 2d1),
through an intermediate state of partial structural transition
(Figure 2d2), to the final complete transition (Figure 2d3). This
experiment provides a valuable benchmark to validate the accu-
racy and generalizability of our machine-learned potential. It re-
vealed the behavior of carbon materials under extreme conditions
and offered critical experimental data for testing theoretical pre-
dictions. This has been essential for validating and advancing
our new atomic interaction potential. The NEP was utilized in
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Figure 2. Twin boundary structures and transition in diamond. a) STEM image shows numerous {111} coherent twinning boundaries alongside {112}
incoherent twin boundaries. b1–b3) HAADF-STEM images with corresponding structural models for three ITBs configurations. c1–c3) Atomic models are
depicted. The structural units within the simulated images are highlighted by orange atoms. d1–d3) Sequence capturing the transition from configuration
b1 to b2, illustrating the dynamic process from the initial state d1, through a partial transition state as an intermediate d2, to the final state d3. e1–e3)
MD simulation of the dynamic process. The transition of GB structures is marked by different colors within carbon rings. a, b1–b3, and d1–d3 reprinted
from Tong et al.,[33] copyright from 2024 Springer Nature.

MD simulations to replicate the transition of the GB structure,
with snapshots of the dynamic process shown in Figure 2e1–3.
In these images, grey atoms represent the diamond bulk struc-
ture, and orange covalent bonds indicate the GB structure. Car-
bon rings filled with different colors were used to highlight and
distinguish the GB structures during the transition process.

In this study, different potential functions were employed
to explore the transition process of GB structures under shear
stress in diamond covalent twin boundaries. Three typical struc-

tural snapshots from the GB transition movies[33] are shown
in Figure 3a1–a3. The dynamic process of GB transition un-
der shear loading was simulated using three potentials: NEP
(Figure 3b), Tersoff (Figure 3e), and AIREBO (Figure 3f). For
all the shear simulations, Figure 3e,f displays the front and side
views of the atomic model, respectively. One end of the model is
fixed and the other end is subjected to shear strain at a constant
velocity along the [−110] direction. In the images, the diamond
and GB structures are represented by gray and orange atoms.
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Figure 3. GB transition processes in diamond. a1–a3) STEM images capture the snapshots of the GB transition process a1–a3 reprinted from Tong
et al.,[33] copyright from 2024 Springer Nature. b1,b2) Snapshots of three distinct states under shear loading, as conducted with the NEP potential. c1–
c3) Representative snapshots under shearing, simulated using the Tersoff potential. d1–d3) The GB structure transitions to a disordered arrangement
in simulations conducted with the AIREBO potential. e) Schematic representation of the diamond model with a GB setup for shear simulation. f) Side
view of the shearing model. The atoms in the diamond bulk and diamond GB are colored gray and orange, respectively. g) Stress–strain curves for the
diamond GB model under shear loading based on three different potentials. h) Variations in atomic energy within the GB structure under shear strain.
Circles mark the corresponding snapshots in b–d, with the NEP potential indicated by blue circles, the Tersoff potential by red circles, and the AIREBO
potential by black circles.

Using the same model subject to the simulation conditions, it is
found that only the machine learning-based NEP[52] successfully
replicates the structural transitions, while traditional interatomic
potentials, including Tersoff[53] and AIREBO,[65] are unable to
accurately capture the structural changes in the GB (Support-
ing Information Movies S1–S3, Supporting Information). Obser-
vations from experiments in Figure 3a1–3 indicate that the GB
structure transition has undergone three stages: the initial state
(Figure 3a1), the transitional state with partial structural trans-
formation (Figure 3a2), and the final state of complete transi-
tion (Figure 3a3). In Figure 3b1–3, the snapshots from our MD

simulations clearly display the same three stages of the transi-
tion process in the diamond covalent twin boundaries, consis-
tent with the observed atomic structures shown in Figure 3a1–3
by experiments.[33]

However, MD simulations using the Tersoff potential function
fail to capture the dynamic process of GB transition, as shown in
Figure 3c1–3. Under shear loading, the initial GB interface began
to distort due to the stress concentration. When the stress exceeds
the strength threshold, the GB structure fails with bond breaking,
and shear forces induce interlayer sliding. Likewise, MD sim-
ulations with AIREBO potential function[65] also fail to capture
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the GB structure transition. After reaching the stress peak, the
atomic structure at the GB interface becomes disordered. The
disordered structure propagates quickly from the interface and
leads to the failure of the system.

The GB structural transition can be theoretically explained
from the stress-strain and energy change curves (see Figure 3e,f).
The stress values given by NEP exhibit a linear increase from 0 to
68 GPa with increasing strain. At the peak point, the atomic slip-
page induces the transition of the GB structure. The stress then
drops suddenly to ≈25 GPa and fluctuates in a Zig-Zag format.
This zigzag fluctuation indicates that the GB structure experi-
ences reconstruction under shear strain rather than catastrophic
failure. Furthermore, the Zig-Zag patterns observed in the atomic
energy at the GB validate the process of transition. For the Ter-
soff and AIREBO potentials, as the shear strain increases, the
stress gradually increases to the peak point, then drops dramati-
cally to nearly zero, corresponding to a disordered atomic struc-
ture illustrated in Figure 3d3. While in the Tersoff potential sim-
ulations, the diamond structure remains almost unchanged but
the GB structure fails. The shear loading causes sliding between
twin diamond interfaces. Different colored circles in Figure 3g,h
mark the atomic structures corresponding to the simulation re-
sults given by different potential functions used.

Our results show that training the potential on high-precision
DFT data significantly improves its ability to describe complex
physical phenomena. Unlike traditional empirical potentials,
which rely on fixed functional forms, machine-learning-based po-
tentials are more flexible and adaptable. They are particularly ef-
fective for nonequilibrium processes that traditional models can-
not capture accurately.

2.3. Microstructural Properties of Nanodiamond GB Transition

Although experimental observations have successfully captured
the process of GB transition, the microscopic mechanisms and
structural properties of the atomic structure transition at the GBs
remain unclear. However, MD simulations presented in the pa-
per by Tong et al.[33] lack specific details, such as the atomic in-
teraction potentials used in their simulations. Furthermore, the
DFT calculations focus primarily on a quasi-static atomic migra-
tion process, which involves structural optimization rather than
dynamic simulations. For this reason, the machine learning-
based NEP was employed through MD simulations to systemat-
ically study the transition process of diamond GBs at the atomic
scale by tracking the atomic trajectories during the shearing de-
formation process and analyzing the morphological change at the
interface. Figure 4a1–7 displays the dynamic process of the GB
atomic structure model (I–VII) under shear, while Figure 4b1–6
illustrates the micro-mechanisms of local atomic structure vari-
ations at the GB. In these snapshots, gray and yellow atoms rep-
resent the diamond and GB structures, respectively. The red and
blue atoms highlight the broken and newly formed bonds, re-
spectively.

The transition of the diamond GBs can be divided into two
distinct stages. The first stage (I–IV) involves the breaking of
covalent bonds at the GB due to shear stress, represented by
red arrows and rectangular frames in the images. As shown in
Figure 4b1–3, the concentrated stress at the GB leads to the

breaking of covalent bonds. Initially, the covalent bonds break
between the pentagon and heptagon carbon rings at the bound-
ary, as shown in Figure 4b1. Subsequently, due to strain-induced
atomic structural sliding, two sp3 hybridized atoms transform
into sp2 hybridization, resulting in the breaking of two covalent
bonds, as depicted in Figure 4b2. Finally, along the direction of
the boundary transition, the diamond structure shifts to the GB
structure, with two hexagonal carbon rings merging to form a
single decagonal carbon ring, as illustrated in Figure 4b3. The
second stage (IV–VII) is characterized by the formation of new
covalent bonds with the slippage of atomic structure at the GB. In
Figure 4b4–6, blue atoms represent the newly bonded atoms. The
formation of a new bond at the GB turns a decagonal carbon ring
into one pentagonal and one heptagonal carbon ring, as shown in
Figure 4b4. The subsequent atomic structure slippage causes the
two sp2 hybridized atoms to transform into sp3 hybridization, as
shown in Figure 4b5. Eventually, Figure 4b6 illustrates that the
original GB structure transforms into a diamond structure. At
this point, the structural transition of the diamond covalent inter-
face is completed. These detailed observations clearly elaborate
the dynamic structural transition of diamond GBs under shear
and reveal the underlying microscopic mechanisms. It provides
important physical insights for better understanding of the GB
structure transition process.

The variation in the proportion of carbon-carbon covalent
bonds during the GB transition process corresponds to these two
distinct stages of structural transition. As shown in Figure 4c,
point I marks the peak stress in the GB structure, denoting the
start of the transition. In the first stage, the covalent bonds are
broken until the lowest point IV is reached. Subsequently, in the
second stage, the shear loading induces atomic structural slip-
page, which in turn leads to the formation of new carbon-carbon
covalent bonds. The proportion of covalent bonds keeps increas-
ing until the transition of the GB structure stops at point VII.
The noise in the curve is due to the asynchronous nature of
the GB structural transitions. The local breaking and forming of
bonds occur simultaneously, and the overall results of structural
changes in GB are presented in Figure 4b1–6.

In addition, the atomic stress distribution and RDF of the GB
structure are utilized to characterize the structural properties dur-
ing the transition process. The distribution of atomic stress dur-
ing the transition process is plotted in Figure 4d where the red
arrow indicates changes in the position of peak stress. Figure 4e
illustrates the variation of corresponding peak stress values with
respect to strain. In the first stage, the peak stress values grad-
ually increase with the increase of strain. This suggests that the
increasing stress in the atomic structure drives the bond break-
ing at the GB interface. On one hand, the stress distribution curve
becomes flatter because broken bonds release atomic stress. On
the other hand, some atoms enhance the stress, as indicated by
an increase in the peak stress value. Entering the second stage,
due to atomic structure sliding and the formation of new cova-
lent bonds, the peak shifts toward a lower stress direction. Simi-
larly, the variations in the RDF of the GB structure also represent
the dynamic process of structural transition. The changing trend
of the RDF of the first nearest neighbor with respect to strain
is shown in Figure 4f,g. During the bond-breaking stage of the
GB structure, the RDF peak values of the first nearest neigh-
bor gradually decrease. Due to the shear-induced breaking of
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Figure 4. Atomic scale insights on structural properties. a1–a7) The ordering of these seven models of diamond GB structures (I–VII) illustrates the GB
transition process. b1–b6) These panels reveal the local GB transitions within the atomic structures. Gray and yellow atoms denote the diamond and
the GB structure, respectively. The red and blue atoms highlight the sites of bond breaking and bond formation, respectively. The transition states are
divided into two stages: the bond-breaking phase is indicated by red squares, and the bond-forming phase is indicated by blue squares. c) The relative
proportion of Carbon–Carbon bonds at the GB interface as a function of strain. Two transition states are characterized by bond breaking (red region) and
bond forming (blue region). The initial state (I), the state with the lowest number of C─C bonds (IV), and the final state (VII) are indicated. d) Collection
and analysis of atomic stress distribution in the GB structure under various strains, with the direction of the red arrow indicating the variation of stress
peak. e) The RDF in the GB structure at different strains is depicted. An inset provides a detailed view of the first peak’s shift. The arrow in the inset
represents the change in peak value under different strain conditions. f) The values of the stress peak and g) the first neighbor in RDF are plotted. The
same color coding in d–g) represents identical strain levels.
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covalent bonds, the number of carbon-carbon covalent bonds is
reduced. During the bond-forming stage of the GB structure, the
atomic structure slides under shear stress, resulting in the for-
mation of new covalent bonds. The first nearest neighbor peak
values gradually increase until a new GB structure is formed.

The NEP-based MD simulations allow us to model the full
dynamics of atomic motion and structural changes. This pro-
vides a clearer understanding of the atomic mechanisms behind
grain boundary transitions. The method reveals subtle intermedi-
ate states that are difficult to observe experimentally. These find-
ings overcome the limitations of traditional empirical potentials
and enable researchers to study atomic-scale deformation mech-
anisms that experiments cannot capture. These results confirm
the reliability of our potential and demonstrate its ability to ex-
plore complex dynamic behaviors in carbon crystals.

2.4. Thermal Property Monitoring of Nanodiamond GB
Structural Transitions

Based on thermal property measurements, a detection scheme
was proposed to elucidate the transition process of nanodiamond
GB structures. Additionally, an in-depth analysis of the mech-
anisms affecting changes in thermal properties has been pro-
vided. A new mechanism for regulating the thermal properties of
covalent interfaces has been proposed. Relying on STEM obser-
vations, experimental methods for identifying transitions in dia-
mond GB structures are rather limited, particularly in capturing
atomic dynamic processes. At the micro and nanoscale, detecting
stress and strain also poses numerous challenges. The calcula-
tions of the ITC during the GB transition process revealed that
the relative change in interface thermal conductivity can reach
80%. Thereby, it suggests that monitoring thermal properties of-
fers a potentially feasible solution for observing variations in GB
structures. Previous studies have categorized the regulation of in-
terface thermal properties into two types: interaction strength in
van der Waals interfaces and structural deformation in covalent
interfaces. This study has proposed a new mechanism by which
the thermal properties of interfaces can be regulated through
transitions in the diamond GBs structure.

We construct a diamond model with twin boundaries as de-
picted in Figure 5a. The X and Y directions have periodic bound-
aries, and the Z direction has fixed boundaries. The model is fixed
at both ends in the Z direction, with the left side serving as a heat
source and the right side as a heat sink. A heat flow is shown
along the Z direction. A steady heat flow is set along the Z di-
rection. The orange rectangular box displays the diamond twin
boundaries. Figure 5a also shows the temperature distribution
along the direction of heat conduction in the model under non-
equilibrium steady-state conditions. A typical temperature jump
occurs at the GB interface. During the GBs transition process,
we establish three corresponding atomic models, as shown in
Figure 5b1–3. The initial structure (I) and final structure (VII) are
observed in experiments, while the structure (IV) was obtained by
simulation.

In the microscopic process of GB structure transition under
shear, the ITC is measured under various strain conditions. The
variations in ITC correspond to the two stages of GB transition, as
shown in Figure 5d. In the first stage, due to the breaking of cova-

lent bonds within the GB structure, the ITC shows a decreasing
trend, dropping by ≈80% relative to the initial state. In the second
stage, as new covalent bonds form, the ITC gradually increases.
Compared to the initial state, the thermal properties exhibit only
≈a 10% decrease when the GB transforms into a new structure.
The three red stars mark the initial state (I), the state with the
lowest ITC (IV), and the final state (VII). The distribution of non-
equilibrium steady-state atomic heat flow in these three states is
depicted in insets. The vector arrows are added to each atom to
visualize the spatial distribution of the microscopic heat flux. The
color of the arrows indicates the magnitude of the heat flux.[66]

Compared to the state with the lowest ITC, the diamond struc-
ture in the initial and final states exhibits higher heat flux. The
phonon scattering occurs on atoms in the GB structure. Particu-
larly in the state with the lowest ITC, the most severe damage at
the interface structure intensifies local phonon scattering, which
hinders atomic vibrations and reduces the transfer of thermal en-
ergy. As a consequence, ITC is significantly reduced. Figure 5c
shows the phonon density of states (PDOS) at the GB and dia-
mond structures under different strains. It is evident that struc-
tural variations affect the vibrational modes of interface phonons.
The ITC is mainly attributed to the coupling of high-frequency vi-
bration modes. During the GB structure transition, the peak fre-
quency of the GB structure is initially red-shifted and then blue-
shifted. A red-shift in phonon vibrational frequency causes the
phonon softening, reducing phonon group velocity, and decreas-
ing ITC, while a blue-shift has the opposite effect. The overlap
factor S of PDOS between the diamond and GB structures is also
calculated and shown in Figure 5d. S decreases first and then in-
creases with strain, which is consistent with the changes in ITC.

The ITC results reveal a new mechanism for regulating the
thermal properties of interfaces through the transition of dia-
mond GB structures. The significant changes in ITC provide a
potentially feasible method for monitoring the transition of dia-
mond GB structures. Moreover, by systematically studying inter-
face phonon scattering, atomic heat flux, and PDOS, a deeper
analysis of the micro-mechanisms behind the changes in ITC
caused by GB transition has been conducted.

3. Conclusion

In this work, we developed a precise molecular dynamics poten-
tial using a machine learning approach based on ab initio re-
sults, achieving RMSEs significantly smaller than those of em-
pirical potentials. We have constructed a {112} plane twin bound-
ary diamond model to validate the GB transition observed experi-
mentally under shear loading by using a machine learning-based
NEP model combined with MD simulations. Our results indicate
that compared to typical empirical many-body potentials, such
as Tersoff and AIREBO, only the NEP predictions are consistent
with experimental observations, thus providing a foundation for
studying dynamic structural properties during the transition pro-
cess. Unlike the limited availability of the dynamics of transition
in experimental observations, the MD simulations based on NEP
provide great details of transition at atomic scale, which facilitates
better understanding of the underlying mechanisms of dynamic
transition and the associated materials properties. Throughout
the GB structure transition process, we quantified the proportion
of bonds, the distribution of atomic stress, and the RDF, for a
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Figure 5. Thermal properties during GB transitions. a) Schematic representation of the setup for the NEMD simulation. Typical temperature profiles
for the diamond GB system, highlighting a temperature discontinuity at the GB. A temperature jump occurs GB structure. b) Modeling of three ITB
configurations (I, IV, and VII) during transition process. The inset reprinted from Tong et al.,[33] copyright from 2024 Springer Nature. c) DOS variations
at the diamond and GB under shear loading, with arrows pointing to the red-shift and blue-shift in PDOS peaks at GB interfaces. d) ITC variations
under different shear strains, alongside changes in the overlap factor S. Red stars indicate the initial state (I), the state with the lowest ITC (IV), and
the final state (VII). Visualization of the spatial distribution of micro heat fluxes, represented by vector arrows on each atom across three states under a
non-equilibrium steady state. The color bar indicates heat flux values.

clear view of two stages, i.e. bond breaking and formation. We
have observed that the ITC values show a decrease-then-increase
trend, with a maximum reduction of ≈80% at the bond-breaking
stage of GB structures. This significant change in ITC can serve
as a sensitive monitor for structural transitions. Our findings
provide valuable insights into the microscopic mechanisms and
structural properties of covalent GB transitions in diamond, of-
fering strategic guidance for the regulation and application of
polycrystalline materials.

4. Experimental Section
MD Simulations of GB Transition: During shear simulations, periodic

boundary conditions were applied along both shear planar directions.
The non-periodic boundary conditions were applied perpendicular to the
shear plane. The system underwent an initial relaxation in the isothermal-

isobaric (NPT) ensemble at a temperature of 300 K and zero external
pressure, using a Berendsen thermostat and barostat[67] for 1.0 ns. Sub-
sequently, the NPT ensemble was replaced by the canonical (NVT) en-
semble realized by the Berendsen thermostat[67] to carry out shear sim-
ulation. In the shear deformation, a constant shear velocity parallel to
the boundary plane was applied on the fixed area of the upper grain
along the [1–9,10] direction at 300 K while fixing a few atom layers at the
end of the bottom grain. All the MLP-based MD simulations were per-
formed using the open-source graphics processing units molecular dy-
namics (GPUMD) package[68] with a time step of 0.5 fs. The MD simula-
tions with the Tersoff[53] and AIREBO[65] potential were performed by us-
ing the open-source large-scale atomic/molecular massively parallel sim-
ulator (LAMMPS) package.[69]

MD simulations of ITC at GB Structures: The NEMD method is com-
monly employed to evaluate thermal properties. It follows Fourier’s law
by partitioning the system into three regions: a perpetual heat source pro-
viding energy, a heat sink continually dissipating energy, and a free sector
for transporting thermal energy. As energy is transferred from the thermo-
stat to the atoms within the heat source region, the thermostat’s energy
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coupling to this region decreases. Conversely, in the heat sink region, the
energy coupling of the thermostat increases as energy transfers from the
atoms to the thermostat. The system, excluding the fixed regions, is ini-
tially equilibrated in an NVT ensemble at 300K for 1.0 ns. Then, the system
is switched to a microcanonical (NVE) ensemble for heat transportation.
Temperatures were controlled at 325 K in the heat source (Hot) region and
275 K in the heat sink (Cold) region using Langevin thermostats.[56] This
setup causes a directional thermal energy transfer due to the temperature
difference. A non-equilibrium steady state was reached when the temper-
ature distribution was stabilized after 1.0 ns. Data collection starts after
5.0 ns. The energy transfer rate is calculated as:

J =
dE(t)

dt
(1)

with E representing the energy of the hot and cold thermostats. ITC is de-
termined by G = J/AΔT, where A is the heat transfer cross-sectional area
and ΔT is the temperature difference between the heat source and sink.
Five independent simulations are conducted for each model to ensure sta-
tistical accuracy, with the standard deviations represented by error bars. A
detailed analysis of the sources of error and their impact on ITC is dis-
cussed (Appendix H, Supporting Information).

To further investigate the thermal transport mechanisms, a common
method for calculating PDOS is to perform a Fourier transform on the
velocity auto-correlation functions as follows:[70]

P (𝜔) =

(
∫

∞

0
ei𝜔t

⟨
N∑

j=1

vj (t) vj (0)

⟩
d𝜔

)
∕
√

2𝜋 (2)

where P(𝜔) is PDOS at frequency 𝜔 and vj(t)vj(0) is the velocity auto-
correlation function. Moreover, we quantify the overlap of the PDOS (rep-
resented by S) to indicate how well the phonon spectra match. S can be
calculated as follows:[71]

S =
∫ ∞

0 PDiamond (𝜔) PGB (𝜔) d𝜔

∫ ∞
0 PDiamond (𝜔) d𝜔 ∫ ∞

0 PGB (𝜔) d𝜔
(3)

where PDiamond(𝜔) and PGB(𝜔) denote the phonon spectra at frequency 𝜔
of diamond and GBs structure near the interface, respectively.
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